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                                              “It will fall down”
                                         Explanation: “gravity”

Commonsense Reasoning



Commonsense Reasoning in Neural Networks

● Neural networks lack commonsense reasoning abilities.
    (Talmor et al., 2019; Zellers et al., 2019, Bisk et al., 2019)
● Approximately 30 accuracy points behind humans.



Commonsense Reasoning Tasks

PIQA (Bisk et al., 2019)



And more...

Abductive Commonsense Reasoning 
(Bhagavatula et al., ICLR 2020)

Visual Commonsense Reasoning 
(Zellers et al., 2019)





Question Can neural networks use human commonsense 
explanations?

Question Can neural networks generate their own 
commonsense explanations?

Question Can neural networks use their own auto-generated 
explanations?

Question Can neural commonsense explanations transfer 
between tasks?



Human Commonsense Explanations



Human Commonsense Explanations



Type Examples

Cause and effects “disagreements lead to fights”

Social norms “forgiving activates good karma”

Laws of Physics “gravity makes things fall”

Geography “Minnesota is the only option that is a state”

Other “National parks have rules to protect trees”

Human Explanations

● Captured World Knowledge.



Human Explanations Analysis



Can NNs use human commonsense explanations?

● Human explanations along with Q and A choices.
● Used by classifier only during training (7610 examples).
● Improved SOTA by 6% points.
● Publicly available:

 https://github.com/salesforce/cos-e 

https://github.com/salesforce/cos-e


Question Can neural networks use human commonsense 
explanations?

Question Can neural networks generate their own 
commonsense explanations?

Question Can neural networks use their own auto-generated 
explanations?

Question Can neural commonsense explanations transfer 
between tasks?



Explanations Generation Model

● Fine-tune language model (LM) on small number of human 
explanations.



Explanations Generation Model

● Fine-tune language model (LM) on small number of human 
explanations.



Explanations Generation Model

● Fine-tune language model (LM) on small number of human 
explanations.



Can NNs generate their own explanation?

● Use fine-tuned LM to generate expl on new instances.



Question Can neural networks use human commonsense 
explanations?

Question Can neural networks generate their own 
commonsense explanations?

Question Can neural networks use their own 
auto-generated explanations?

Question Can neural commonsense explanations transfer 
between tasks?



Can NNs use their own explanation?



Can NNs use their own explanation?

● Pre-trained GPT as Language Model for explanations
● LM prompt:

Q, c0, c1, or c2? My commonsense tells me 

● BERT for classification:
[CLS] Question [SEP] Expl [SEP] Choice 0[SEP]



Results

Top 100 snippets from Google search query 
“Q + candidate answer” using BiDAF++ (Seo et 
al., 2017) augmented with self attention layer 
and ELMo representations.

Open AI Generative Pre-Trained 
Transformer (GPT) (Radford et al., 2018).

Human commonsense explanations 
used during training only.

Auto-generated LM 
explanations during 
training and inference.



Error Analysis

Question: What is the main purpose of having a bath?

Choices: cleanness, use water, exfoliation, hygiene, wetness

Explanation: the only purpose of having a bath is to clean yourself.

Question: Where can you store your spare linens near your socks?

Choices: cabinet, chest, hospital, dresser drawers, home

Explanation: dresser drawers is the only place that you can store linens

Question: Where do you find the most amount of leafs?

Choices: forest, floral arrangement, compost pile, field, ground

Explanation: The most likely place to find leafs is in a garden



Question Can neural networks use human comonsense 
explanations?

Question Can neural networks generate their own 
commonsense explanations?

Question Can neural networks use their own auto-generated 
explanations?

Question Can neural commonsense explanations transfer 
between tasks?



Can neural commonsense explanations
 transfer between tasks?

● LM fine-tuned on CQA explanations.
● Generate explanations on new task domain.



Can neural commonsense explanations
 transfer between tasks?

Question The man examines the instrument in his hand.

Choices The person studies a picture of the man playing the violin., 
The person holds up the violin to his chin and gets ready., 
The person stops to speak to the camera again., 
The person puts his arm around the man and backs away.

Explanation the person is holding the instrument in his hand.



Takeaways

● Human expl used only during training improves performance.
● Expl are a way to incorporate commonsense in NNs.
● LMs are powerful enough to generate meaningful commonsense 

expl.
● Auto-generated expl improve accuracy by 10% points on CQA.

Neural Networks do not have a causal 
coherent understanding of the real world
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Introduction

● Humans can reason about qualitative physics but AI systems can’t -- 
○ a falling ball will bounce
○ predict projection of ball and catch it

● Intuition: Low dim proxy for the world model focusing on physical concepts.
● Goal: Use natural language to explain qualitative physics involved in the AI 

system’s behavior and prediction.
● Three physical concepts:

○ Gravity
○ Friction
○ Collision



Physical Reasoning (PHYRE) tasks

https://github.com/facebookresearch/phyre

Facebook AI Research (Bakhtin et al., NeurIPS 2019)

https://github.com/facebookresearch/phyre


PHYRE Benchmark Dataset 

https://github.com/facebookresearch/phyre

● Two tiers (all continuous) with 25 templates each:
✓    Those that require one ball to reach the goal state

  Those that require two balls to reach the goal state
● Tasks within a template (100 each) have the same goal but different initial 

state.

https://github.com/facebookresearch/phyre


Dataset Annotation

● Manually describing some templates and tasks
○ General enough so that it is useful

● Manual annotation observations:
○ Collision is the most frequent (avg=54) and crucial concept to reach goal 

state.
○ Initial config is crucial w.r.t. object positions and attributes.

● Two stage process:
○ Phase 1 - Salient collision detection
○ Phase 2 - Natural language explanation

○ Initial state description
○ Collision description

● Random split 785 tasks into train/dev/test - 625/84/76



Phase 1: Salient Collision Annotations
● Use phyre simulator to extract objects (relations, positions and attributes) and 

collisions as a table.
● Frames that are causally related to the placement of the red ball

Frame Event
1 Start

18 Red ball touches green ball

32 Green bar touches gray jar

50 Red ball touches gray jar

52 Red ball touches floor

66 Green bar touches gray jar

69 Green bar touches purple bar

75 Red ball touches right wall

120 Green bar touches floor



Phase 1: Salient event detection
● Use Mturk to annotate salient events

○ Show goal, initial state, and all collisions from a task
○ “Select all frames that are causally related to the placement of the red ball 

and necessary to complete the goal”
○ Average = 4 salient collisions selected

● Train a binary classifier to detect salient frames:
○ 13 Features extracted from table related to position, attributes (velocity, 

dynamic/static).
○ Training data 4,851 collisions (793 positive, 4,058 negative).
○ Test data 4,428 collisions (737 positive, 3691 negative).



Phase 2: Salient frame descriptions

● Use Mturk to collect open-ended description of:
○ Step 1: Initial frame
○ Step 2: Salient frames detected in phase 1
○ They are shown goal, initial state for step 1 and also the salient frames for 

step 2.
○ Average 40 words with vocab size of 867.

● Structured data (table) to text generation problem.
● LM generation problem.



Structured data-to-text Model
● Encoder:

○ Learn a record embedding
○ Output: 

■ Avg of record embeddings
■ BiLSTM concat of record embeddings

● Decoder:
○ Hierarchical attention - first entities then their records

(Puduppully et al., 2019)



Language Model

● GPT (Radford et al., 2018)
● Phase 1: Initial state prompt: 

○ “o1 o2 o3 …”
○ Example: “Small dynamic red ball, static grey jar and purple floor”

● Salient collisions prompt: 
○ “<initial state description>. The red ball is placed and”
○ Example: “There is a green vertical bar in grey jar which is placed in the 

middle of the floor. The floor is purple. The red ball is placed and ”
● Not a fair comparison.



Our Framework



Automatic Evaluations

● Automatic metrics
○ BLEU-1, BLEU-2
○ ROUGE_L
○ METEOR



Validity
● Initial state description

○ Given: generated description and frame from the simulation along with 3 distractor 
frames from other simulations

● Salient collision description
○ Given: goal, generated description and initial state frame as well as 3 distractor 

frames obtained from placement of red ball that leads to no solution



Coverage

● Collision
○ hit

● Friction
○ Rolling
○ slipping

● Gravity
○ Falling
○ Free fall

● Select which concepts are covered in the description and mention words that 
imply those concepts



Human Evaluations



Results
● Top coverage words:

○ Gravity - fall, land, slope, drop
○ Friction - roll, slide, trap, travel, stuck, remain
○ Collision - hit, collide, impact, land, pin, bounce



Future work

● Train an RL agent to leverage language and perform the task efficiently
○ Reward shaping (Goyal et al., 2019)

○ Generalizing via reading (Zhong et al., ICLR 2020)



ERASER Benchmark for Interpretability in NLP

eraserbenchmark.com

http://www.eraserbenchmark.com/


Datasets, Models, and Metrics




