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Introduction Auxiliary Features Component VQA systems 
Visual Question Answering

•  Visual Question Answering (VQA) (Antol et al., 2015) requires both language and image 
understanding, language grounding capabilities, as well as common-sense knowledge 
(See Figure 1 for examples).

•  The vision component of a typical VQA system extracts visual features using a deep 
convolutional neural network (CNN), and the linguistic component encodes the 
question into a semantic vector using a recurrent neural network (RNN).

•  Most	VQA	systems	have	a	single	underlying	method	that	optimizes	a	specific	loss	function	and	
do	not	leverage	the	advantage	of	using	multiple	diverse	models.	

•  The	various	VQA	models	have	learned	to	perform	well	on	specific	types	of	questions	and	
images.	Therefore,	there	is	an	opportunity	to	combine	these	models	intelligently	so	as	to	
leverage	their	diverse	strengths.

Stacking with Auxiliary Features (SWAF)

•  SWAF (Rajani and Mooney, 2017) is a recent ensembling algorithm that learns to 
combine outputs of multiple systems using features of the current problem as context 
(Figure 2).

•  We demonstrate SWAF on VQA using four different categories of novel auxiliary 
features:

ü Question and Answer types
ü Question features
ü  Image features
ü  Explanation as features

•  If a question-answer pair is classified as correct by the stacker, and if there are other 
answers that are also classified as correct for the same question, the output with the 
highest meta-classifier confidence is chosen. 

•  For questions that do not have any answer classified as correct by the stacker, we 
choose the answer with lowest classifier confidence, which means it is least likely to be 
incorrect.

•  We obtain SOTA  on the VQA 2016  challenge.

Question and Answer Types

•  Some VQA models are better at certain QA types than others and this information can be 
used by the stacker at classification time.

•  Prefixes of question defined a type, e.g. “What”, “What is”, “What is the”.
•  Question type with at least 500 questions and a separate “other” type gave a total of 70 

question types which were used as vector of features.
•  Infer answer type from the question – “yes/no”, “number” and “other” types.

-  “Does”, “Is”, “Was”, “Are”, “Has” classified as yes/no type.
-  “How many”, “What time”, “What number” classified as number type.

Question Features
•  Bag-of-Words of the tokens that occur at least 5 times in the questions (on a validation 

set) are used as features.
•  Including a BOW for the question as auxiliary features equip the stacker to efficiently 

learn which words are important and can aid in classifying answers.

Image Features
•  Deep visual features of the VGGNet’s fc7 layer contributed 4096 features.
•  Using such image features enables the stacker to learn to rely on systems that are good 

at identifying answers for particular types of images.

Using Explanation as features
•  The localization-map generated using GradCAM (Selvaraju et al., 2017) by each VQA 

model serves as a visual explanation for the predicted output of that model (Figure 3).
•  We take the absolute gray-scale value of the localization-maps in of each model and 

rank the pixels according to their spatial attention intensity.
•  Then, we compute the correlation between the two ranked lists using the Spearman’s 

rank-order correlation with the localization-map of every other model.
•  The total number of explanation agreement features thus generated is nC2 where n is the 

total number of component systems.
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 Figure 3: Each	row	from	left	to	right	shows	an	image-question	pair	from	the	VQA	dataset	along	with	localization	maps	overlaid	on	
the	image	generated	by	the	LSTM,	HieCoAtt	and	MCB	models	respectively.	The	answers	shown	are	those	predicted	by	our	ensemble. Figure 2:.	Ensemble	Architecture	using	Stacking	with	Auxiliary	Features.	Given	an	input,	the	ensemble	judges	every	possible	

question-answer	pair	produced	by	the	component	systems	and	determines	the	final	output	answer.

We use three diverse individual VQA models as part of our ensemble system:
•  LSTM (Antol et al., 2015): This model uses VGGNet to embed the image and two layer 

LSTM to embed the question. The image and question vectors are fused via element-
wise multiplication.

•  HieCoAtt (Lu et al., 2016): This model jointly reasons about the visual and language 
components using two types of “co-attention” – parallel and alternating.

•  MCB (Fukui et al., 2016): This model uses the 152-layer ResNET network to embed the 
image and LSTM to embed the question. The two vectors are combined using the outer 
product which is made efficient using the multimodal compact bilinear pooling (Gao et al., 
2016). We used the single system MCB model as a component in our ensemble.

The top performing VQA system in the 2016 competition was an ensemble of 7 MCB 
models. Their model is pre-trained on the Visual Genome dataset and they concatenate 
learned word embedding with pre-trained GloVe vectors.

Inferred from image-question pair

Algorithm
 Figure 1: 	Random	sample	of	images	with	questions	and	ground	truth	answers	taken	from	the	VQA	dataset.

Results 

 Figure 4: Results for auxiliary feature ablations on the VQA test-dev set. The x-axis  indicates the feature set that was 
ablated from the final ensemble.

 Table 1:  Accuracy results on the VQA test-standard  set. The first block shows performance of a VQA model that use 
external data for pre-training, the second block shows single system VQA models, the third block shows an ensemble 
VQA model that also uses external data for pre-training, and the fourth block shows ensemble VQA models.

•  We used a neural network as the meta-classifier implemented in Keras.
•  We found that using late fusion for combining auxiliary features worked better.

•  We observed that deleting the Q/A type features decreased performance the most and 
deleting the explanation features decreased performance the least.
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Maspire (Sarah Yang)
Typewriter
Q: Does the man's tie have a pattern on it?     A: yes

Maspire (Sarah Yang)
Typewriter
Q: What color is the train?     A: red
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Typewriter
Q: What sport is he playing?     A: tennis
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Q: What color is the bear?     A: black


